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A differential game of encounter in which the minimizing player controlshis 
acceleration in an impulsive manner, is considered. The opposing player con- 
trols his velocity, which is restricted in magnitude. The problem-of optimal 
time distribution of a fixed number of the impulses is solved, The subject of 

this paper is related to those of [l- 31. 

1. Formulation of the problem, Let the motion of the players X and Y 
over a fixed time interval IO, 7’1 be determined by the following equations of motion 
and initial conditions : 

x1- = 527 x2’ = 24, g’ = Y (1.9 

q (0) = SlO, 52 (0) = x2”. y K9 = Y” 

The vectors zl, x2, u, y, u all have the same arbitrary dimensions. We fix n instants 

of time si, i = 1, . . ., n on the interval [0, T] , and 

t, zz 0 < t, d t, < . . . < tn f t,,% = T G2) 

The realizations ofthecontrals u (t) oftheplayer X and u (t) of the player Y aresub- 
jetted to the fo~owing restrictions (8 (t) is the delta function): 

Thus the velocity of the player X undergoes a jump of magni~de uk, at the instant tk . 
The player aims to minimize the functional 

J = I 51 (T) - Y (I? I (1.4) 

The player Y on the other hand, maximizes the functional (I. 4) by realizing the 

integrable controls v (t) subjected to the restriction (1.3). We shall assume that the 
player X knows the relations (1.1) - (l-4) and observes the phase vector of the oppos- 
ing player only at the instants ti, i = 1, . . ., n, i.e. immediately before the impulse. 
Consequently the quantities uk in (1.3) can be regarded as functions of the form uk = 
gk (qk, z2k, gk),. where zlkr zsfk and I& are the values of the vectors immediately before 

the Q - th impulse. We shall call the controls (1.3) containing such &k, the strategies of 

the player X . 
Pro b 1 e m 1, To find the optimal ~aranteed strategy ZJ* of the player X and a gua- 

ranteed value J * of the functional (1.4) satisfying the relation 

J* == minz, sup0 J [u, u] = sup,‘J [u*, u] (1.5) 

Here J [u, u] denotes the value of the functional (1.4) corr~pon~ng to the dataofthe 

strategy 1~ and control u. 
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2, Equivalent multistep game, introducing the variable z (t) == x1 it) i- 

(T - t) x2 (t) - y (t) , we can simplify the relations (1.1) and the functional (1.4) as fol- 

lows : z ==(T--tju+v, t = lo, TJ; I = 12 (T) / (2.1) 
2 (0) = z” =Cz x1” -/- Txz” - yo 

Further,using the technique of reducing the differential games with incomplete informa- 
tion to the equivalent games with complete information {see [4, 5]), we can replace the 

game (2. I),( 1.3) by the game 

The equality u,, = 0 reflects the fact that the player X has no control over his motion 
up to the instant of the first impulse. Let us introduce a scalar variable 9k representing 

the remaining resource of the control 
k--l 

The relation (2.3) yields the following recurrent relation: 

q. = 0, qk+r = 4k - t Uk 1~ I %i I G Qkt kz0 ,...,n 

Combining (2.2) and (2.4) we obtain the multistep game 

ah.,.1 = -% + (T -- tk) uk + (tk+l - tk) % 

~k+~=Pk-i~kjt frAk]<,(Pk,I vkj<‘fIr k=o,...,n 

.zQ = z,O go = Q, J = I Z*+t I 

(2.4) 

(2.5) 

To solve the game, we introduce the Bellman fUnCtiOn Sk (Zk, qk) which is equal to the 
minimum value of the functional J from (2.7) guaranteed for the player X , under the 
condition that the game begins from the k -th step and the values of phase variables are 

equal to z$ and 9k. This function satisfies the following recurrence relation with bound- 

(2.61 

k = 0, 1, . . ., 12, STa+l (z,~,.~, ‘1,1+1) = 1 ~n+~ 1 

The guaranteed value of the functional (I. 5) has the form J* = S;(Z“, 0). It can be 
shown by direct verification that the problem (2.61, (2.5) has a unique solution 

k .;‘ Sk (zk, i/&1 = inax {j, ,I k+l, . I fllh-3 f.:+Ll P-7) 
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m = 1, . . ., n, f;,, = 6,; 6, L= T - t,, m =2: 0, . * ., n + 1 

The slight discrepancy between (2.8) and (2.7) can be explained by the fact that the 
first step in (2.2) is not a standard one (uO = 0). The quantity fkY, k :-. 1, . . ., R in 

(2.8) corresponds to the case when the whole resource Q is spent on the first k impul- 

ses; the quantity fi+, corresponds to the case when the resource left after the n-thim- 

pulse is not zero. 
Computing the extrema in (2.6) yields the following optimal impulses in the game 

(2.9) 

) zm 1 > Q,,,q ,“,. m := I , . , n 

zh. 
ck* = 7 

CZki ’ 
sh.#O; Fk* I-!?, IpI= 1, zc -: 0; k=O,l,...,n 

3, Opt~mi~8tion of the impulte times, So fdr the times of the impulses 
were assumed fixed. Consider now the following problem. 

Problem 2. Assume that the player X knows the quantities z” and Q prior to the 
beginning of the game. Our aim is to find a distribution ti*, i = 1, . ., n of the time 
instances (1.2) for which the quantity (1.5) or, equivalently,(2,8) assumes its minimum 

value. 
It is clear that the required distribution can be found by minimizing the quantity (2.6) 

over the times { tiI under the restrictions (I.. 2). Using 6, from (2.8). we can write the 
restrictions (1.2) in the following form: 

First we consider the case when 
I 2 I - TQ>O (3.2) 

From (2.8) it follows that for any distribution of fii of the form (3.1) we have 

fl” > f2" > . . . > f;,,, J* :.- fl" = ( z” 1 - S,Q + a0 

Thus in the case (3.2) the quantity f * depends on 6, only. The optimal value 6,’ of 

#I is found from the condition 

.i” .=- min ~*=l:“/+s,(t -~ct,==\z”~+?‘(t -Qt 
r oi.:>,s,u.y 

and is equal to Y, i.e. tr* = 1, = 0. ‘Thus when (3.2) holds, the whole resource isused 

up at the initial instant of time. Now consider the case 

Ii0 1 - TQ<O (3.3) 

From (2.8) it follows that the relations 

f,” < . . d &_, (f!;:’ :‘, !;,LL . . . . :> /y#,LI, J* = fk” (3.4) 

oh- < $+I (3.5) 

hold for any distribution {@,I and for certain k, 1 < k -$ n + 1 . From (3.4) we find 
that on the optimal set {Si*j although this may not be unique, we can either assume 

that (3.4) holds for k :. n -I- 1 or, that 

fl” = . . . = f;-k+, < * . . < f;_, < f,l” ,, f;,, (3.6) 

Indeed, if for 16i*} we find that k i n + 1 in (3.4), we COllStNCt the Set 



348 V. A. Korneev and A. A. Melikian 

(fiti’}, 6i’ = fti_,l+i, i = n - k + 1, . . ., n, 6i’ == 61*, i = 1, . . ., 7~ - 1:. Using(2.8) 

and (3.4) we find that the condition (3,6) with the previous value of J” holds on the 

set (Si’) . 
We shall now show that the following equality holds on the optimal set: 

Let us assume that the opposite is true: fno#&+r. When rn@>fi+, ,(3.6) and (3.5) 

imply that I?,,* <6:-i. We note that the functions fkO from (2.8) have the property 

afk” li16,, < 0, k = 1, . . ., n. In this case the variation 86, > 0 of the instant 6,* 
exists such that the condition (3.6) remains valid on the varied set and the quantity 
fno = J” is strictly decreasing. When tn“<rE+, ,(3.5) yields 6,+r<6,. Then a vari- 
ation S~J,<O of the instant 6,* can be found such that the quantity J” = fi+l is 
strictly decreasing on the varied set. Therefore we can make the quantity fns and hence 

the functional Jo strictly decreasing by choosing the quantity 6, $66, in which 86, 

is a sufficiently small positive number, as 6,. This however contradicts the initial as- 
sumption that Jo is a minimum value of the functional. 

We therefore conclude that Eq. (3.7) holds on the optimal set {Si*) . On dividing by 
6, , this yields the expression 7% *, 

c 
LLn-+ 

I z” I + SIC! 

6, =O 
(3.8) 

i=l 
‘i 

The equality (3.8) is equivalent to the requirement that the whole resource Q must 
be used up in n steps. The relation J* = 6, = fn” determines the quantity J* as the 

function of til, . . ., 6,_,. The optimal set (tii*) represents the extremal point of the 

function fno. 
It can easily be verified that when 

Iz”I<TQ/n (3.9) 

the extremal point is an interior point of the region (3.1). We therefore have 

af,,” /a& = 0, k = 1, . . ., n - i (3.10) 

and this, using (2.8), yields 

6 
7f= ‘z”‘+eo 'k-1 'k 

2 

61 , T=f)k+l, k=2 ,..., n-l (3.11) 

Equations (3.11) together with (3.8) represent n equations from which 6k* are deter- 
mined 

~;-(IL~I+T)(+)~ k=t,...,n (3.12) 

In the case (3.9), all points (3.12) are die distributed strictly within the interval of mo- 
tion. If the condition 

TQln f I 2’ I < TQ (3.13) 

is satisfied, then the variable 6, assumes its limiting value 6,” = 6, = T at the extre- 
ma1 point of the function fno Conditions of the form (3.10) and (3.11) hold for the va- 

riables 6k,, k = 2, . . ., n - 1 , and they yield the optimal set for the case (3.13) 

n-l k-1 
I?,* = T 

Q-Iz“I/T+n--l , k=l,...,n (3.14) 
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The solution constructed above can be utilized for a non~gorous study of the continu- 
ous analog of the game (1. l)- (1.4) in which the player X observes throughout the 
whole interval [O, 2’1 and applies a finitely impulsive control under the restriction 

T 

s 
I u(t)I&< 0 

0 

From (3.14) it follows that when n --) M , the instant of application of the last impulse 
and the value of the functional tend, respectively, to 

t, = T - #,, 6, = &JZOl /T--Q 

The limiting behavior of the player as q -+ CO supposes the knowledge of the vector 
v (t) and is as follows, An impulse of intensity 1 a0 ] / T is applied at the initial ins- 

tam, and then the control u (t) = u ft) 1 (T 

This control preserves the zero value of the 

spent. 
We note that the limiting result obtained 

tained from the theory developed in [3]. 

- t) is applied over the interval (0, t,] . 

vector I (t) until all resources have been 

at I z* I < TQ coincides with the result ob- 
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